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ABSTRACT

Stochastic gradient descent is a canonical tool for addressing stochastic optimization problems, and forms the bedrock of modern machine learning and statistics. In this work, we seek to balance the fact that attenuating step-sizes is required for exact asymptotic convergence with the fact that larger constant step-sizes learn faster in finite time up to an error. To do so, rather than fixing the mini-batch and step-size at the outset, we propose a strategy to allow parameters to evolve adaptively. Specifically, the batch-size is set to be a piecewise-constant increasing sequence where the increase occurs when a suitable error criterion is satisfied. Moreover, the step-size is selected as that which yields the fastest convergence. The overall algorithm, two scale adaptive (TSA) scheme, is shown to inherit the exact asymptotic convergence of stochastic gradient method. More importantly, the optimal error decreasing rate is achieved theoretically, as well as an overall reduction in sample computational cost. Experimentally, we observe a favorable tradeoff relative to standard SGD schemes absorbing their advantages, which illustrates the significant performance of proposed TSA scheme.
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1. INTRODUCTION

Many machine learning [2,3], control [4], and signal processing tasks [5] may be formulated as finding the minimizer of an expected cost parameterized by a random variable that encodes data. In particular, communications channel estimation [6], learning model mismatch of a dynamical system [7], and training modern vision systems [8], hinge upon solving stochastic optimization problems. Stochastic gradient descent (SGD) is a widely used approach for this problem [9,10], but its practical parameter tuning can be difficult. This is because attenuating step-sizes is required for exact solutions, which slows learning to a stand still. Moreover, mini-batch sizes are typically fixed at the outset of training, which reduces variance by a fixed amount. In this work we balance the choice of step and mini-batch sizes to learn at fast rates with ever-decreasing variance as a consequence of allowing batch sizes to enlarge.

To contextualize our approach, we begin by noting that gradient methods yield the exact solutions for convex minimization problems [11][12]. However, when the objective takes the form of an expected value, evaluating the gradient direction is intractable. To surmount this issue, SGD descends along stochastic gradients in lieu of true gradients, which are simply gradients evaluated at a single (or possibly multiple) sample point(s) [13][16]. Its simplicity and strong theoretical guarantees make it an attractive option, but its practical usage requires parameter tuning that can be unintuitive.

Specifically, it is well-understood that attenuating step-sizes is theoretically required for exact convergence, at the cost of reducing the learning speed to null as time progresses [17][18]. Experimentally, constant step-sizes vastly improve performance, but only converge approximately [19]. The choices of step-size in terms of learning rate typically depend on the Lipschitz modulus of continuity and strong convexity parameter, which then determines the asymptotic mean square error. Hypothetically, one would like to preserve a fast rate while ever-tightening the radius of convergence, such that exact convergence is obtained in the limit.

To do so, we shift focus to mini-batching. Mini-batching is a procedure where the stochastic gradient is averaged over multiple samples per iteration. Under constant learning rates, its practical effect is to reduce the variance of stochastic approximation error, which tightens asymptotic convergence [20][22]. Intriguingly, it has recently been established that when the batch-size grows geometrically with the iteration index, SGD obtains exact solutions in the limit even under fixed step-sizes [23]. This fact then motivates allowing the batch-size to grow as slowly as possible, while maintaining an optimal constant learning rate determined by problem smoothness. Doing so is exactly the proposed parameter selection strategy of this work, which we establish yields an overall reduction in sample computational complexity relative to standard approaches.

In particular, in Section 2 we clarify the problem definition, and give preliminary analysis for SGD. In Section 3 we propose our optimal parameter selection algorithm, two scale adaptive (TSA) scheme, that outperforms standard SGD approaches for stochastic optimization problems, by taking both batch-size and step-size into consideration simultaneously. In Section 4 we establish our main result, which is an overall reduction in sample complexity of TSA scheme under optimal learning rates, equipped with its corresponding convergence analysis. We observe experimentally fast convergence rates with attenuating variance in Section 5 on a classification problem of hand-written digits. In particular, by choosing parameters in this way, we minimize both asymptotic bias and sample path variance of learning. Lastly, we conclude in Section 6.

2. PROBLEM FORMULATION

Denote as \( \mathbf{x} \in \mathbb{R}^p \) a decision vector to be determined, e.g., the parameters of a statistical model, \( \xi \in \Omega \) a random variable with the probability distribution \( p \), and \( f(\mathbf{x}, \xi) \) an objective function whose average minimizer we seek to compute. We consider the stochastic
optimization problem defined as
\[ \min_x F(x) = \min_x \int_{\Omega} f(x, \xi)p(d\xi) = \min_x \mathbb{E}[f(x, \xi)]. \] (1)

Typically, the distribution \( p \) of \( \xi \) is unknown, and therefore the expectation \( F(x) \) in (1) is not computable. This issue usually motivates drawing \( N \) samples \( \{\xi_i\}_{i=1}^N \) from \( p \) and solving the corresponding empirical risk minimization (ERM) problem [24]
\[ \min_x F(x) = \min_x \frac{1}{N} \sum_{i=1}^N f(x, \xi_i). \] (2)

We set our focus on the population problem [1] in this paper. Define the simplifying notation \( f_i(x) := f(x, \xi_i) \) and \( \nabla f_i(x) \) as the average gradient of a sample set \( S = \{\xi_1, \ldots, \xi_n\} \), i.e., \( \nabla f_i(x) = \frac{1}{n} \sum_{\xi \in S} \nabla f_i(x) \), which is commonly referred to as the mini-batch gradient. Subsequently, we require the following assumptions.

**Assumption 1.** The gradient of expected objective function \( \nabla F(x) \) is Lipschitz continuous, i.e., for any \( x, y \in \mathbb{R}^p \),
\[ \| \nabla F(x) - \nabla F(y) \|_2 \leq L \| x - y \|_2, \] (3)
where \( \| \cdot \|_2 \) is the (2-) norm and \( L \) is the Lipschitz constant.

**Assumption 2.** All objective functions \( f_i(x) \) are differentiable, and the expected objective function \( F(x) \) is \( \ell \)-strongly convex.

**Assumption 3.** There exists a constant \( w \) such that for any \( x \in \mathbb{R}^p \), the stochastic objective function \( f_i(x) \) has
\[ \| \text{Var} [\nabla f_i(x)] \|_1 \leq w, \] (4)
where \( \| \cdot \|_1 \) is the (1-) norm and \( \text{Var} [\nabla f_i(x)] \) is the variance vector, each component of which is the variance of corresponding component of vector \( \nabla f_i(x) \).

Note that Assumptions 1-3 are mild and common in optimization analysis and can be satisfied in various practical problems. Additionally, under these conditions, the minimizer \( x^* \) of (1) is unique.

Now consider the standard mini-batch stochastic gradient descent (SGD) algorithm given by:
\[ x_{k+1} = x_k - \alpha_k \nabla f_{S_k}(x_k). \] (5)

Here, \( \alpha_k \) is the step-size and \( S_k \) is the mini-batch at \( k \)-th iteration. We focus on optimal selections of batch-size \( n_k := \lvert S_k \rvert \) and step-size \( \alpha_k \) to reduce the computation but preserve the convergence.

### 3. ALGORITHM

We begin by establishing a proposition that characterizes the convergence rate of (5) in expectation related to the batch-size \( n_k \) and step-size \( \alpha_k \). Doing so forms the foundation upon which we develop our optimal parameter tuning algorithm.

**Proposition 1.** Consider the SGD given by (5), under Assumptions 1-3, with constant step-size \( \alpha_k = \alpha \) and batch-size \( n_k = n \). The sequence of expected objective function values has
\[ \mathbb{E}[F(x_{k+1}) - F(x^*)] \leq \frac{1}{2} \left[ 1 - \frac{3}{4} \right] \left( \frac{\alpha Lw}{2n \ell} \right)^{k+1} \mathbb{E}[F(x_0) - F(x^*)] + \frac{\alpha Lw}{2n \ell}, \] (6)
where \( r(\alpha) = 1 - 2\alpha + \ell \alpha^2 \) is the approximate modulus of contraction and the expectation \( \mathbb{E}[\cdot] \) is over randomness in \( S_k \).

Proposition 1 establishes the dependence of convergence on problem constants, step-size and batch-size selections. In particular, the bound in (6) consists of two terms. \( Q_1 \), the convergence rate term, decreases with iteration \( k \) provided that \( r(\alpha) < 1 \). The error neighborhood term \( Q_2 \) typically determines the limiting radius of convergence for constant step-size, and is associated with the variance of stochastic approximation (sub-sampling) error. We observe an inverse dependence on the batch-size \( n \) with respect to \( Q_2 \).

Our algorithm, the two scale adaptive (TSA) scheme, is then proposed by exploiting the structure of \( Q_1 \) and \( Q_2 \) to reduce the overall computational complexity of (5) required to solve (1).

### 3.1. Two Scale Adaptive Scheme

Note from (5), \( Q_1 \) decreases monotonically while \( Q_2 \) stays constant with increasing iterations. Once \( Q_1 \) decays to be smaller than \( Q_2 \), \( x_k \) cannot converge to a tighter neighborhood than that determined by \( Q_2 \). Therefore, in order to continue tightening the radius of convergence, one must reduce \( Q_2 \) by either decreasing the step-size \( \alpha \) or increasing the batch-size \( n \). The TSA scheme gives a strategy about when and how to make this change. The algorithm is divided into two stages: the inner-scale stage performs SGD with constant step-size \( \alpha \) and batch-size \( n \), and the outer-scale stage tunes \( \alpha, n \) to tighten the radius of convergence, which are formally introduced below.

**Initialization:** With initial step-size \( \alpha = \alpha_0 \) and batch-size \( n = n_0 \), the corresponding \( Q_1^0 \) and \( Q_2^0 \) are defined as (5). Without loss of generality, assume \( \mathbb{E}[F(x_0) - F(x^*)] \) is large such that \( Q_1^0 > Q_2^0 \) initially, and then \( Q_1^t \) dominates. Note that the decreasing rate of \( Q_1^t \) is \( r(\alpha_t) \), which is a quadratic function of the step-size \( \alpha_t \). Thus, to ensure an optimal decrease, \( \alpha_0 = 1/L \) is selected to achieve its minimal value \( 1 - \ell/L \). The corresponding \( Q_2^0 \) is given by
\[ Q_2^0 = \frac{\ell}{2n_0(2\ell - L\ell^2)} = \frac{w}{2n_0 \ell}. \] (7)

Furthermore, convergence rate is an essential attribute to quantify algorithm performance, which henceforth motivates fixing the optimal step-size \( \alpha = 1/L \). Doing so ensures the fastest decrease of \( Q_1 \) through all iterations, during which we propose evolving the batch-size \( n \) to tighten the error neighborhood \( Q_2 \). Proceeding from this initialization, we then discuss how to progressively enlarge the mini-batch size.

(1) **Inner-scale stage.** At \( t \)-th inner-scale stage, let \( \alpha_t = 1/L \) and \( n_t \) be the current step-size and batch-size, and \( K \) be the beginning number of iteration. Follow the SGD with constant \( \alpha_t \) and \( n_t \), and define \( Q_1^t \) and \( Q_2^t \) as
\[ Q_1^t = \left( 1 - \frac{\ell}{L} \right)^k \mathbb{E}[F(x_K) - F(x^*)], \] (8)
\[ Q_2^t = \frac{\alpha_t Lw}{2n_t(2\ell - L\ell^2)} = \frac{w}{2n_t \ell}. \] (9)
where \( k_t > 0 \) is the passed number of iterations at \( t \)-th inner-scale stage. As \( k_t \) increases, \( Q_1^t \) decreases multiplied by \( 1 - \ell/L \) recursively, while \( Q_2^t \) stays constant. Then there exists \( K_t \) such that
\[ K_t = \max_{k_t} \left\{ Q_1^t \geq Q_2^t \right\}. \] (10)

\( K_t \) is the largest iteration before \( Q_1^t \) drops below \( Q_2^t \) and is named as the duration of \( t \)-th inner-scale stage.

Due to the existence of \( \mathbb{E}[F(x_K) - F(x^*)] \), where \( x_K \) is unknown, (10) cannot be directly used as a criterion indicating the end.
of inner-scale stage. Let \( \{ \alpha_0, \alpha_1, \ldots, \alpha_{t-1} \}, \{ n_0, n_1, \ldots, n_{t-1} \} \) and \( \{ K_0, K_1, \ldots, K_{t-1} \} \) be step-sizes, batch-sizes and durations of previous \( t-1 \) inner-scale stages, and we have \( \alpha_0 = \cdots = \alpha_{t-1} = 1/L \) and \( K = \sum_{i=0}^{t-1} K_i \). Utilizing (10) then yields:

\[
E[(F(x_K) - F(x^*))] = E \left[ \left( F(x_{\sum_{i=0}^{t-1} K_i}) - F(x^*) \right) \right] \\
\leq (1 - \frac{\ell}{L})^{K_{t-1}} E \left[ F(x_{\sum_{i=0}^{t-2} K_i}) - F(x^*) \right] + Q_{2}^{t-1} \\
\leq 2 \left( 1 - \frac{\ell}{L} \right)^{K_{t-1}} E \left[ F(x_{\sum_{i=0}^{t-2} K_i}) - F(x^*) \right].
\]

(11)

The last inequality follows from the definition of \( K_{t-1} \). Recursively applying this property, we can obtain

\[
Q_{1}^{t} \leq 2^{t} \left( 1 - \frac{\ell}{L} \right)^{\sum_{i=0}^{t-1} K_i + k_t} (F(x_0) - F(x^*)).
\]

(12)

The criterion (10) can then be alternated as

\[
K_t = \max_{K_t} \left\{ 2^t \left( 1 - \frac{\ell}{L} \right)^{\sum_{i=0}^{t-1} K_i + k_t} (F(x_0) - F(x^*)) \geq \frac{w}{2n_t \ell} \right\}.
\]

(13)

Overall, we run SGD with step-size \( \alpha_t = \alpha_0 = 1/L \) and batch-size \( n_t \) for \( K_t \) iterations to reduce \( Q_1 \). Once the total iteration count reaches \( \sum_{i=0}^{t-1} K_i \), then we augment the batch-size, as we detail in the \( t \)-th outer-scale stage of algorithm.

(2) Outer-scale stage. At \( t \)-th outer-scale stage, we evolve parameters to reduce the error neighborhood term \( Q_2 \), which can be realized either by the decreasing of \( \alpha_t \) or the increasing of \( n_t \). However, the former slows down the convergence rate \( r(\alpha_t) \), while the latter increases the sample computational complexity. The tradeoff between these two factors needs to be judiciously balanced.

As mentioned in Initialization, the step-size is fixed as \( \alpha_t = \alpha_0 = 1/L \) to maintain the optimal decrease of \( Q_1 \) in our algorithm. Then, we increase the current batch-size \( n_t \) to \( n_{t+1} \) in one of two possible ways: additivity or multiplicativity.

\[
n_{t+1} = n_t + \beta_t, \quad \beta_t \geq 1, \quad (14)
n_{t+1} = m n_t, \quad m_t > 1, \quad (15)
\]

where \( \beta_t \) and \( m_t \) are additive and multiplicative parameters. Though the selection of (14) and (15) is not the key point in the TSA scheme, it is still an available tradeoff which can be tuned in practice to help improve performance. So far \( t \)-th outer-scale stage has been completed, and \( t + 1 \)-th inner-scale stage follows recursively.

Here \( \beta_t \) or \( m_t \) is selected appropriately to ensure each \( K_t \) defined in (13) larger than 0. Together, the TSA scheme is summarized in Algorithm 1 where \( k \) is the number of total iterations and \( t \) is the number of inner/outer-scale stages. Note that in practice, by assuming \( |F(x)| \) is bounded, \( F(x_0) - F(x^*) \) can be approximated by \( \max_{x,y} |F(x) - F(y)| \) initially.

4. PERFORMANCE ANALYSIS

In this section, we present performance analysis for the proposed TSA scheme with respect to its convergence and sample complexity. In particular, we establish that it inherits the limiting convergent properties of SGD while reducing the number of training samples required to reach an \( \epsilon \)-suboptimal solution.

Algorithm 1 Two Scale Adaptive Scheme

1: Input: objective functions \( \{ F(x, \xi) \} \), decision vector \( x_0 \)
2: Set step-size \( \alpha = 1/L \); sample-size \( |S_0| = n_0 \) and \( t = 0 \)
3: Compute \( Q_1^1 = F(x_0) - F(x^*) \), \( Q_2^0 = \frac{w}{2n_0} \)
4: for \( k = 1, 2, \ldots \) do
5: Update the decision vector \( x_{k+1} = x_k - \alpha \nabla f_{S_k}(x_k) \)
6: Compute \( Q_1^k = (1 - \frac{\ell}{L}) Q_1^k \)
7: if \( (1 - \frac{\ell}{L}) Q_1^k \leq Q_2^k \) then
8: Update batch-size \( n_{t+1} = n_t + r_t \) or \( n_{t+1} = m_t n_t \)
9: Update \( Q_{1}^{t+1} = 2Q_1^t, Q_{2}^{t+1} = \frac{n_t Q_2^t}{n_{t+1}}, t = t + 1 \)
10: end if
11: end for

4.1. Convergence Analysis

We first show that the sequence of expected objective values \( F(x_k) \) generated by the TSA scheme approaches the optimal value \( F(x^*) \) with the following Theorem 1. It guarantees the exact convergence of TSA, which validates the usefulness of algorithm.

**Theorem 1.** Consider the TSA scheme. If the objective functions satisfy Assumptions 1-3, both sequences of \( F(x_k) \) and \( x_k \) converge to the optimal \( F(x^*) \) and \( x^* \) almost surely, i.e.,

\[
\lim_{k \to \infty} E[F(x_k) - F(x^*)] = 0,
\]

\[
\lim_{k \to \infty} E[\|x_k - x^*\|_2] = 0.
\]

(16)

Theorem 1 establishes the fact that the TSA scheme inherits the asymptotic convergence behavior of SGD with attenuating step-size selection. However, we note that this result is somewhat surprising since TSA attains exact convergence with a constant step-size, whereas SGD converges to an error neighborhood under this setting. This result is a precursor to the characterization of the overall sample complexity of Algorithm 1 which we do in the following.

4.2. Sample Complexity Reduction

A critical benefit of TSA is its sample complexity reduction. For the convenience of comparison, we hypothesize that SGD uses the same optimal step-size \( \alpha = 1/L \) as TSA. Moreover, TSA is with the multiplicative rule for augmenting the batch-size (15) and \( m_t = m \) for all outer-scale stages. Under these conditions, the following sample complexity characterization of TSA compared with SGD holds.

**Theorem 2.** Consider the TSA scheme starting with the initial batch-size \( n_0 = 1 \), and the SGD with constant step-size \( \alpha = 1/L \) and batch-size \( n \). Assume that the objective functions satisfy Assumptions 1-3 and define the initial error as \( D := F(x_0) - F(x^*) \). To achieve an \( \epsilon \)-suboptimal solution, the ratio \( \gamma \) between the number of training samples required for TSA and SGD is bounded as

\[
\gamma \leq \frac{m \left\lfloor \log_2 \frac{L - \epsilon}{2 \sqrt{\epsilon}} \right\rfloor + O(\epsilon)}{(m - 1) \left\lceil \log_2 \frac{L - \epsilon}{2 \sqrt{\epsilon}} \right\rceil} + O(\epsilon)
\]

(17)

where \( \lceil \cdot \rceil \) is the cell function.

Observe from Theorem 2 the ratio \( \gamma \) of sample complexity of TSA to SGD, also known as the relative efficiency, is approximately proportional to \( O(-1/\log \epsilon) + O(\epsilon) \), meaning that for accurate solutions, i.e., \( \epsilon \) close to zero, both terms approach 0, and a significant
reduction in the number of required samples is attained. We provide a detailed analysis for the special case when \( m = 2 \). For a small \( \varepsilon \), the second term \( O(\varepsilon) \) is negligible. Moreover, the simplified expression of first term indicates that provided the rate \( 1 - \ell / L < 1 \), the ratio \( \gamma \) is less than 1 when \( \varepsilon/(2D) \leq (1 - \ell / L)^2/16 \), i.e., \( \gamma \leq 1 \) if \( \varepsilon \leq D(1 - \ell / L)^2/8 \), which is almost always true unless the initial point is very close to the optimizer \( 1 \). Therefore, in practice, the sample complexity of TSA is largely reduced compared with SGD, while both of them achieve the same suboptimal solution. The magnitude of the reduction is subtle and depends on problem constants, but at least we obtain a saving proportional to the sum of minus inverse of logarithmic factor of \( \varepsilon \) and \( \ell \), which may be substantial.

Overall, the TSA scheme provides a strategy to select the batch-size and step-size to preserve the optimal convergence rate while repeatedly reducing the stochastic approximation variance during learning. The batch-size increases only when necessary, allowing the reduced sample complexity relative to classical SGDs.

5. NUMERICAL EXPERIMENTS

In this section, we present experiments to demonstrate the performance of the TSA scheme compared with standard SGD schemes. Note that without particular descriptions, the default step-size of SGD is the same optimal step-size as TSA for clear comparison.

The visual classification problem of hand-written digits is considered, and here we focus on classifying digits 0 and 8. Given the training set \( T = \{(y_n, z_n)\}_{n=1}^N \), let \( y_n \in \mathbb{R}^p \) be the feature vector of digit image and \( z \in \{-1, 1\} \) be the label indicating which class \( 0 \) or \( 8 \) it belongs to. We formulate the problem as a logistic regression whose purpose is to train a hand-written digit classifier \( x \in \mathbb{R}^p \) to model the map between \( y \) and \( z \). The instantaneous objective function \( f(x, \xi) = f(x, y, z) \) in (1) is defined as

\[
  f(x, \xi) = \frac{\lambda}{2} \|x\|_2^2 + \frac{1}{N} \sum_{n=1}^N \log \left( 1 + \exp(-z_n x^T y_n) \right),
\]

where \( (\lambda/2) \|x\|_2^2 \) is the regularization term. Note that it is actually an ERM, the approximation of stochastic optimization problem. We simulate the TSA scheme in an ERM for convenience, but it indeed is designed for all general stochastic optimization problems.

MNIST dataset is used where the dimension of features is \( p = 784 \) and total sample number is \( N = 26,641 \). In this case, the variance of stochastic approximation is small such that we do not need a large batch-size to approximate the true gradient. Hence, the additive way (14) is chosen to increase the batch-size in TSA, and let \( \beta_1 = 5 \). Fig. 1 compares the TSA scheme with three standard algorithms: SGD with diminishing step-size, SGDs with constant batch-sizes \( n = 20 \) and \( n = 200 \). Fig. 1 (a) depicts the objective value versus iterations of these four algorithms, and (b) is the larger figure illustrating performance differences more clearly. TSA and SGD with diminishing step-size both enjoy the exact convergence, while TSA outperforms with its fast decreasing rate by keeping the optimal step-size. As for comparisons with two approximate convergence algorithms, TSA and SGD with \( n = 200 \) show almost same good performances for the objective value convergence. However, SGD with \( n = 20 \) ranges rise and fall in a large error neighborhood, and performs worse than another two algorithms. Fig. 1 (c) displays the batch-size required at each iteration for them. Observe that TSA saves more than half of sample computational cost compared with SGD with \( n = 200 \), but shows a similar performance. As for SGDs with diminishing step-size and \( n = 20 \), though they show less sample complexity, they perform badly. Overall, TSA well balances another three algorithms and absorbs their advantages, such that converges fast and exactly, but with relatively low sample complexity.

From another perspective, we compare the number of samples required to reduce the objective (loss) below a certain desired value for above three algorithms, except SGD with diminishing step-size that converges too slowly to consider. Let the target loss value be 0.0622, and Table 1 shows the number of total samples required for them to drop the loss below this value. Note that for SGD with \( n = 20 \), it can never obtain a loss lower than 0.0622 due to its large approximation variance such that the number of samples is infinity.

6. CONCLUSIONS

This paper investigates the stochastic optimization problem that is of critical importance in wide science and engineering areas. The two scale adaptive (TSA) scheme is developed by co-considering batch-size and step-size of SGD simultaneously. Specifically, the optimal step-size is selected to acquire theoretically largest learning rate, while the batch-size is increased adaptively according to the proposed criterion. Equipped with the exact convergence, TSA has the fast rate due to the selected optimal step-size. At the same time, it only increases the batch-size when necessary, which reduces the sample complexity as much as possible. Numerical simulations are performed to show significant performance of TSA, which achieves a good balance among standard SGD schemes.
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